
ISSN 2658-5014 (Print) ISSN 2686-7044 (Online) 

2025. Vol. 7, no. 3 (22), pp. 48–65  http://siit.ugatu.su 
SYSTEMS ENGINEERING AND INFORMATION TECHNOLOGIES 

S c i e n t i f i c  p a p e r  
 

 

 
 
UDC 621.9.047 DOI 10.54708/2658-5014-SIIT-2025-no3-p48 EDN IZXXUE 
 

Novel Paradigm in Cardiovascular Disease Risk Prediction  
through Hybrid Machine Learning 

PA R VE Z RA HI  •  SA N DEEP S I N GH KA N G  

Abstract. Heart disease is known to kill the most in the entire universe, causing deaths of above 17.9 million annually. 
Early and accurate risk prediction is deemed essential for better clinical outcomes as well as reduced health care burden. 
This paper proposes an innovative hybrid framework of machine learning that predicts heart diseases with a good degree 
of accuracy using vital medical as well as lifestyle factors. Such clinically relevant parameters as BMI, diabetic history, 
hypertensive condition, history of stroke, chronic kidney disease, physical inactivity, and mental disorders by themselves 
are known well as risk factors in cardiovascular pathology. The hybrid model uses XGBoost, which combines the advantages 
of both algorithms, SVM and DNN. These advanced engineering methods capture complicated, non-linear correlations 
between risk variables like diabetes and obesity through polynomial transformations and interaction terms. The SMOTE 
algorithm helped in classifying the work to alleviate class imbalance and increase prediction accuracy by using a properly 
balanced dataset to train the model. The suggested method performed better than traditional prediction models, with 94% 
accuracy. No Risk, Low Risk, Moderate Risk, High Risk, and Severe Heart Disease are the five categories that are used 
to accurately categorize the risk of heart disease. Four key predictors of heart disease-the algorithm used identified BMI, 
hypertension, diabetes, and physical health-collated well with current medical understanding. This algorithm represents 
a powerful tool for clinicians who can use it to stratify their patients on a personal basis and especially identify at an early 
date those who are at high risk. The model will help healthcare practitioners offer specific treatments by being integrated 
into clinical practices, thereby eventually resulting in improved outcomes for patients and reduced prevalence 
of cardiovascular events over time.  

Keywords: cardiovascular disease, BMI, diabetes, hypertension, XGBoost, deep neural networks, risk stratification, heart 
disease prediction, clinical decision-making.  

 

INTRODUCTION  

As the leading cause of morbidity and mortality worldwide, cardiovascular diseases (CVDs) 

continue to pose a significant threat to public health. The World Health Organization (WHO) 

estimates that cardiovascular diseases (CVDs) account for nearly 33% of all fatalities annually, 

or 17.9 million deaths [DiC24]. Of these, ischemic heart disease continues to be the most common 

kind, and the pathophysiology of these disorders is greatly influenced by risk factors such obesity, 

diabetes, hypertension, and hyperlipidemia. Among these, ischemic heart disease remains the most 

prevalent form, with the pathophysiology of these disorders being greatly influenced by risk factors 

such obesity, diabetes, hypertension, and hyperlipidemia. People in low- and middle-income nations 

are disproportionately affected by the burden of heart disease, where access to preventative treatment 

and early intervention remains limited [Pow21]. 

The pathophysiological mechanisms underlying heart disease are complex and multifactorial, 

involving interactions among genetic predisposition, lifestyle factors, and comorbid conditions 

[But22]. Asymptomatic individuals may harbor significant cardiovascular risk factors, often going 

undetected until acute clinical events, such as myocardial infarction or heart failure, occur [Thu22]. 

Two examples of conventional risk assessment methods that have long been essential for estimating 

the likelihood of cardiovascular events are the Framingham Risk Score and the Reynolds Risk Score 

[ESC21]. However, these tools rely on a limited selection of demographic and clinical parameters, 

which may not capture the multifaceted nature of cardiovascular risk in diverse populations [Vis24]. 
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A potential approach to improving clinical decision-making and prediction accuracy 

in cardiovascular risk assessment is the recent integration of artificial intelligence and machine 

learning [Kum23]. Large and complicated datasets may be analyzed using machine learning 

algorithms, which can spot complex patterns and correlations that conventional statistical techniques 

would miss [Shu23]. By considering the non-linear interactions between different risk variables, 

hybrid machine learning models, which incorporate the advantages of numerous algorithms, offer 

the potential to increase the accuracy of cardiovascular risk predictions [Naz24]. 

This study proposes a sophisticated hybrid machine learning framework that amalgamates 

XGBoost, Support Vector Machines (SVM) and Deep Neural Networks (DNN) to facilitate 

the accurate prediction of heart disease risk [Gha24]. Our model uses a large dataset that includes 

important clinical characteristics such as BMI, diabetes, hypertension, stroke history, renal function, 

and important lifestyle variables including physical activity and mental health [Pan20]. To efficiently 

describe the intricate interactions between these variables, sophisticated feature engineering 

approaches are used, such as the creation of interaction terms and polynomial transformations [Jia22]. 

The main objective of this study is to achieve a high level of predictive accuracy, enabling healthcare 

professionals to identify at-risk individuals earlier in their clinical journey [Moh22]. By implementing 

this hybrid model within clinical practice, we anticipate enhancing patient outcomes through 

personalized risk stratification and targeted interventions [Pas20]. The findings from this study are 

expected to contribute valuable insights into the interplay between various risk factors for heart 

disease, guiding clinicians in developing tailored prevention strategies [Set23].  

The convergence of advanced machine learning methodologies with cardiovascular risk 

assessment represents a paradigm shift in clinical cardiology [Cha23]. This research endeavors 

to establish a robust decision-support tool that is not only statistically sound but also clinically 

relevant, thereby addressing the urgent need for improved cardiovascular disease management and 

prevention [Paw24]. By enhancing our understanding of heart disease risk factors and their 

interrelationships, our ultimate goal is to lessen the burden of cardiovascular illness and death 

by paving the path for more efficient therapies [Sha20]. 

BACKGROUND AND MOTIVATION 

Cardiovascular diseases (CVDs), particularly over 17.9 million fatalities worldwide are attributed 

to heart disease each year, making it one of the major causes of death [DiC24]. A rise in risk factors 

such diabetes, obesity, high blood pressure, and sedentary lifestyles highlights an urgent need for 

effective risk prediction tools [Bud20]. Accurate risk assessment is vital for facilitating early 

interventions and improving patient management strategies [Kha24]. Unfortunately, traditional 

methods often fall short in their ability to precisely identify individuals at risk, resulting in delayed 

diagnoses and subsequent adverse health outcomes that could be mitigated through timely medical 

intervention [Gen20]. To address this pressing public health challenge, our research introduces 

a novel hybrid machine learning framework designed to predict heart disease risk with exceptional 

precision [Als24]. By integrating a diverse array of medical and lifestyle variables that have been 

identified as significant contributors to cardiovascular pathology, we aim to enhance predictive 

accuracy in risk assessment. The proposed framework leverages multiple advanced algorithms, 

including XGBoost (Extreme Gradient Boosting), Deep Neural Networks (DNNs), and Support 

Vector Machines (SVMs), each contributing its unique strengths to improve overall model 

performance [Yad24]. 

XGBoost is renowned for its efficiency and effectiveness in handling structured data, utilizing 

gradient boosting techniques that optimize model performance [Sah20]. Its capacity to capture 

complex interactions among features makes it particularly suitable for medical datasets. DNNs, 

characterized by their multi-layered architecture, excel in modeling intricate non-linear relationships 

within high-dimensional data [Kha24b]. They automatically extract hierarchical features, facilitating 

the identification of critical patterns related to cardiovascular risk factors [Lan20]. SVMs complement 

these approaches by providing robust methodologies for determining the optimal feature space 
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hyperplane that maximizes the gap between classes by dividing them [Ye22]. This capability 

is particularly advantageous in high-dimensional contexts, enhancing the model's accuracy 

in classifying patients based on their risk profiles [Com22]. 

To augment the predictive power of our model, we used sophisticated feature engineering 

methods, such as polynomial transformations and interaction terms [Nay24]. These techniques enable 

the capture of synergistic effects among multiple variables, such as the interplay between diabetes 

and obesity, and facilitate the modeling of non-linear relationships critical for understanding complex 

health outcomes [Rön24].  

Additionally, to resolve class imbalance in the dataset, we generated synthetic samples 

for underrepresented classes using the Synthetic Minority Over-sampling Technique (SMOTE). 

This approach ensures that our predictive model retains generalizability across diverse patient 

populations, thereby enhancing its clinical applicability [Elr24]. 

The motivation behind this research stems from the remarkable performance of the aforemen-

tioned machine learning algorithms, which have consistently demonstrated high accuracy and 

robustness in various classification tasks [Che20]. By harnessing their capabilities within a cohesive 

framework, we aspire to significantly improve predictive accuracy and enable the early identification 

of individuals at high risk for heart disease [Moh24]. Ultimately, this research aims to enhance patient 

outcomes and alleviate the healthcare burden associated with cardiovascular diseases [Zho21]. 

By integrating this advanced predictive model into clinical workflows, healthcare providers can offer 

personalized risk stratification and targeted management strategies, representing a crucial 

advancement in preventive cardiology [Rus20]. 

 

 

Fig. 1. Architecture of Proposed Model. 

LITERATURE SURVEY 

Since heart disease is still the leading cause of mortality worldwide, it is imperative that efficient 

risk prediction models be created. The Framingham Risk Score and other conventional cardiovascular 

risk assessment instruments have been in use for many years, but are limited by their narrow scope 

and inability to capture complex interactions between various risk factors [Orf20]. In contrast, 

machine learning methodologies have shown enhanced accuracy in numerous medical domains, 
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including cardiovascular risk prediction, as they can integrate a wider array of variables and reveal 

hidden patterns within data [Arm24]. 

Several studies have explored to predict the cardiovascular outcomes with the application 

of machine learning methods [Pri20]. The ability of hybrid models, which include many techniques, 

such as Support Vector Machines (SVM), XGBoost, and Deep Neural Networks (DNN), to model 

non-linear connections among various clinical data has shown their efficacy [Alb21]. For instance, 

a hybrid model integrating SVM and decision trees significantly improved heart failure prediction 

in patients with coronary artery disease, achieving accuracy levels that surpassed traditional logistic 

regression models [Mah24]. 

The importance of integrating clinical risk factors, including diabetes, hypertension, and obesity, 

into machine learning models for heart disease prediction has been emphasized in the literature 

[Abs21]. Random forest models have shown a marked improvement in predictive accuracy compared 

to classical regression methods, particularly in identifying high-risk patients [Chi21]. Such 

an emphasis on comprehensive clinical datasets was corroborated by findings indicating that machine 

learning models can incorporate lifestyle factors, such as physical inactivity and smoking, which are 

known contributors to cardiovascular disease [Kim20]. Deep learning, especially through DNNs, 

has gained traction in medical risk prediction due to its ability to learn complex patterns from high-

dimensional data. DNNs have been successfully applied in predicting coronary artery disease, often 

outperforming other models [Sha20b]. Their ability to process extensive datasets containing 

numerous features renders them suitable for capturing the multifactorial nature of cardiovascular 

disease, where variables such as BMI, mental health, and kidney disease play critical roles [Bay21]. 

Feature engineering is paramount in developing machine learning-based cardiovascular risk 

models, as it allows for the creation of new features that reflect interactions among variables [Oh22]. 

This is particularly relevant in medical settings, where specific combinations of clinical variables can 

enhance predictive power [Col22]. Studies have reported improvements in myocardial infarction 

prediction through models that utilize interaction terms between diabetes and hypertension [Din19]. 

Moreover, combining BMI with physical activity in predictive models has yielded greater accuracy 

for cardiovascular events [Zha19]. 

Addressing class imbalance in medical datasets, where high-risk patients are often outnumbered 

by low-risk individuals, has emerged as a challenge in machine learning applications [Ara24]. 

Techniques such as the Synthetic Minority Over-sampling Technique (SMOTE) have been employed 

to rebalance datasets, thereby enhancing the detection of high-risk patients [Edw23]. This approach 

is crucial in ensuring that machine learning models do not disproportionately favor the majority class, 

a common limitation in traditional methodologies [Jui24]. 

Furthermore, it's critical to improve machine learning models' interpretability in medical settings. 

Complex machine learning models' “black-box” nature has sparked worries, but explainable AI 

methods like Local Interpretable Model-agnostic Explanations (LIME) have increased the models' 

usefulness in clinical settings by enabling the clarification of their decision-making processes [Zaf21]. 

This aspect is particularly pertinent in cardiovascular disease prediction, where understanding 

the factors influencing risk scores is critical for informed clinical decision-making [Llo19]. 

Furthermore, recent studies have underscored the necessity of developing models that facilitate 

clinical decision support, moving beyond mere prediction. These models have the potential to stratify 

patients for preventive interventions, consequently reducing the incidence of adverse cardiovascular 

events [Gok02]. The inclusion of comorbidities, such as kidney disease and asthma, in predictive 

models is essential for refining cardiovascular risk stratification, as these conditions can exacerbate 

heart disease progression [Bar24]. 

Despite significant advancements in machine learning applications for heart disease prediction, 

several research gaps persist [Kum23]. Many studies rely on limited datasets that may not represent 

broader populations, potentially impacting the generalizability of the models [Deg23]. Moreover, 

the integration of these models into clinical workflows remains limited, reducing their real-world 

impact on patient outcomes [Cha23b]. Future research should focus on developing robust models that 
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can seamlessly integrate into electronic health record systems, enabling real-time risk prediction 

and enhancing clinical decision-making [Dhi23]. 

In conclusion, the literature illustrates the vast potential of machine learning techniques 

to enhance cardiovascular risk prediction [Sri23]. Hybrid models that combine various algorithms, 

advanced feature engineering strategies, and tools for interpretability have consistently outperformed 

traditional risk prediction methods [Sam24]. However, ongoing efforts are essential to bridge the gap 

between research and clinical application, ensuring the benefits of machine learning are fully realized 

in cardiovascular care [Mar24]. 

MATERIAL AND METHODS 

Brief Introduction of Heart Disease 

Heart disease is a serious medical condition that frequently manifests exhaustion, shortness of 

breath, and chest discomfort. It often results from a combination of lifestyle decisions, hereditary 

factors, and underlying medical issues [Chr21]. 

Several factors contribute to heart disease, including: 

• BMI (Body Mass Index): Higher BMI increases the risk of heart disease. 

• Smoking: Smoking amplifies chances for developing heart disease. 

• Alcohol Drinking: Excessive alcohol consumption can lead to heart disease. 

• Stroke: A history of stroke increases the risk of heart disease. 

• Physical Health: Poor physical health can contribute to heart disease. 

• Mental Health: Mental health issues, such as stress and depression, can affect heart health. 

• Difficulty Walking: Difficulty walking can be indicative of underlying health issues that may 

lead to heart disease. 

• Sex: Gender differences can influence the risk of heart disease. 

• Age Category: Older age categories are generally at higher risk of heart disease. 

• Diabetic: Diabetes is a significant risk factor for heart disease. 

• Physical Activity: The risk of heart disease rises when one is not physically active. 

• General Health: Poor general health is a risk factor for heart disease. 

• Sleep Time: Inadequate sleep can contribute to heart disease. 

• Asthma: Having asthma can be a risk factor for heart disease. 

• Kidney Disease: Kidney disease is associated with an increased risk of heart disease. 

• Skin Cancer: Certain types of cancer and their treatments can affect heart health. 

These factors form the basis for assessing heart disease risk in individuals and help in developing 

targeted intervention strategies to manage and prevent heart disease. 

On the basis of extensive research and data analysis, heart disease can be categorized into five 

distinct classes: 

1. No Risk: Individuals exhibit optimal cardiovascular health with minimal risk factors. They 

maintain a balanced lifestyle with regular physical activity, healthy eating habits, and effective stress 

management. Their daily functioning and overall well-being remain unaffected by heart disease. 

2. Low Risk: This level involves occasional or mild risk factors for heart disease. Individuals 

may have one or two minor risk factors, such as slightly elevated BMI or occasional smoking, 

but these factors do not significantly interfere with daily activities or overall health. Preventative 

measures can be effective in managing these risks. 

3. Moderate Risk: People in this category experience more frequent and significant risk factors 

for heart disease, such as higher BMI, regular smoking, or a history of diabetes. These risk factors 

cause noticeable health concerns and may interfere with daily responsibilities. Lifestyle modifications 

and regular medical check-ups are often required to manage these risks. 

4. High Risk: Individuals have several significant risk factors for heart disease that can be 

debilitating, such as a history of stroke, persistent physical health issues, or chronic conditions like 
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diabetes. These factors lead to significant impairment in daily functioning, and professional medical 

intervention is often necessary to manage symptoms and reduce risks. 

5. Severe Heart Disease: People with advanced cardiac disease or those with several serious risk 

factors that significantly reduce their quality of life and ability to operate on a daily basis fall into this 

category. Intensive medical care as well as continuous monitoring are essential to manage 

the condition and prevent further complications. 

Understanding these categories and associated factors (such as body mass index (BMI), smoking, 

alcohol use, history of stroke, physical and mental health, mobility problems, sex, age, diabetes, 

physical activity, general health, sleep habits, asthma, renal illness, and skin cancer) help determine 

the risk levels for heart disease. This study, through comprehensive research and data analysis, has 

developed criteria to classify heart disease risk into five distinct categories, offering a more precise 

understanding of its impact and potential management strategies. 

Data Analysis and Encoding  

Anticipating the severity of heart disease requires considering a multitude of factors, such as 

genetic predisposition, lifestyle choices, underlying medical conditions, demographic details, 

and environmental influences. Identifying and categorizing these factors by their relative importance 

can be complex, necessitating the use of diverse sources for a comprehensive understanding. Before 

developing a predictive model, it is essential to undertake data acquisition, analysis, and pre-

processing. 

The training data for this study was sourced from Kaggle, encompassing datasets related to heart 

disease spanning from 2014 to 2023. This data includes instances from various regions and 

demographics, with a particular focus on heart disease risk levels in different environments. A total 

of more than 370,000 instances of heart disease data were collected in MS-Excel format. For a more 

granular analysis, we extracted specific data from both urban and rural areas to examine 

the environmental impact on heart disease risk levels. The system aims to predict the severity of heart 

disease risk on the basis of compiled data. The key heart disease related factors are outlined in Table 1 

below, along with their respective values and encoded values as entered the system. 

Table 1 

Contributing Factors and their Encoding 

Factor Description Values Encoded Values 

BMI Body Mass Index Numerical (e.g., 22.5) Numerical 

Smoking Smoking status Yes, No 1, 0 

Alcohol Drinking Alcohol consumption Yes, No 1, 0 

Stroke History of stroke Yes, No 1, 0 

Physical Health Physical health status (days unhealthy) Numerical (e.g., 5) Numerical 

Mental Health Mental health status (days unhealthy) Numerical (e.g., 3) Numerical 

Difficulty Walking Difficulty in walking Yes, No 1, 0 

Sex Gender Male, Female 0, 1 

Age Category Age category Categorical (e.g., 18-24, 25-34) Encoded categories (e.g., 0-9) 

Diabetic Diabetes status Yes, No 1, 0 

Physical Activity Level of physical activity Yes, No 1, 0 

General Health Self-reported general health Excellent, Very Good, Good, Fair, Poor 0, 1, 2, 3, 4 

Sleep Time Average sleep time per night Numerical (e.g., 7) Numerical 

Asthma Asthma status Yes, No 1, 0 

Kidney Disease Kidney disease status Yes, No 1, 0 

Skin Cancer Skin cancer status Yes, No 1, 0 

 

By evaluating these variables, the study intends to classify people into the following risk levels: 

No Risk, Low Risk, Moderate Risk, High Risk, and Severe Heart Disease, to forecast the severity of 
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heart disease. This comprehensive approach ensures a detailed understanding of heart disease risk 

and facilitates the development of effective intervention strategies. 

Equations for Different Classifiers 

Deep Neural Network 

The output of the 𝑙-th layer of a DNN with 𝐿 layers may be shown as follows: 

( ) ( ) ( 1) ( )( )l l l la w a b −= + , 

( )lw : Weight matrix of the 𝑙-th layer. 

( 1)la − : Activation from the previous layer. 
( )lb : Bias vector of the 𝑙1-th layer. 

(.) : Activation function (e.g., ReLU, sigmoid, tanh). 

The output of the last layer 𝐿 is the network 𝑦^'s ultimate output: 

 ( )LY a= . 

The total loss function combining the MSE loss with both L1 and L2 regularization is: 

  2
( ) ( )

1 2 2
1 11

( , , ) ( , )
L L

l l

total MSE

l l

L y y W L y y w w 
= =

= + +  ,  

MSEL  represents the primary loss (MSE in this case), and the terms with 1 and 2  are the 

regularization terms that penalize large weights, helping to prevent overfitting. 

Support Vector Machine 

For non-linear Support Vector Machines (SVMs), the prediction equation leverages a kernel 

function K(xi , x), which projects the data into a higher-dimensional space. The prediction function 

is given by: 

, 

where: 

• ai are the learned Lagrange multipliers, 

• yi are the class labels of the training points, 

• xi are the support vectors (a subset of training points), 

• k (xi , x) is the kernel function (e.g., linear, polynomial, RBF, etc.), 

• b is the bias term (learned during training).  

The class prediction is determined as: 

• if f(x) > 0, the predicted class is +1, 

• if f(x) < 0, the predicted class is −1. 

Therefore, the final predicted class for the non-linear SVM is: 

. 

XGBoost 

The prediction from the XGBoost model after t iterations is expressed as a sum of the outputs 

of decision trees. Where: 

, 
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i 
•  is the predicted value for the i-th data point at iteration t, 

•  represents the k-th decision tree in the ensemble, belonging to the space of regression 

trees F, 

•  is the feature vector of the i-th instance. 

Cardiovascular Disease Feature Importance 

Cardiovascular disease (CVD) is a major global health concern, with symptoms that can vary 

widely and may involve problems including exhaustion, breathlessness, and chest discomfort. Early 

diagnosis is critical for effective management and treatment. This study employs a comprehensive 

dataset to classify CVD into five categories: coronary artery disease (CAD), arrhythmia, hypertensive 

heart disease, congestive heart failure (CHF), and cardiomyopathy. 

In the cardiovascular disease prediction model, feature importance analysis reveals key factors 

that contribute significantly to the risk of developing heart disease. The most impactful features are 

those related to demographic factors, lifestyle choices, and underlying health conditions. Here's 

a summary of the key features: 

 

 

Fig. 2  Feature Importance Graph. 

Algorithm 

Step 1: Start 

Step 2: Data Collection 

Collect heart disease data with parameters like BMI, Smoking, Physical Health, Diabetic, 

GenHealth, etc. 

Step 3: Data Preprocessing 

Impute data that is absent. Normalize numerical characteristics and encode categorical 

variables. 

Step 4: Feature Engineering 

Create interaction features and reduce dimensionality using PCA. 

Step 5: Data Preparation 

Split data into training (80%) and testing (20%). Use SMOTE if needed for balancing class. 

Step 6: Model Development 

Build XGBoost, DNN, and SVM models to capture different feature patterns. 

Step 7: Model Training 
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Train each model with regularization. Apply early to stop to prevent overfitting. 

Step 8: Model Stacking 

Stack the models and use a meta-learner to combine their predictions. 

Step 9: Model Evaluation 

Evaluate using accuracy, precision, recall, F1-score, and ROC-AUC. Perform cross-validation. 

Step 10: Prediction 

Use the hybrid model to predict heart disease on test data. 

Step 11: Visualization and Reporting 

Visualize feature importance, ROC curves, and confusion matrices. Summarize findings. 

Step 12: Results Analysis 

Interpret results and key contributing factors to heart disease. 

Step 13: Stop. 

By following these steps, the DNN model effectively classifies breast cancer risk into four 

categories with high accuracy, demonstrating the potential of deep learning in healthcare and 

oncology assessment. 

Comparative Analysis of Techniques 

In heart disease risk prediction, different AI and ML algorithms offer unique advantages. In big, 

high-dimensional datasets, Deep Neural Networks (DNNs) are excellent at finding intricate, non-

linear patterns, making them particularly suited for capturing intricate cardiovascular risk factors. 

Logistic Regression, while simpler, provides interpretability, offering valuable clinical insights but 

may fall short in handling complex interactions. Support Vector Machines (SVMs) are highly 

effective in high-dimensional spaces but can struggle with larger datasets, impacting scalability. 

Ensemble methods like XGBoost and Random Forests combine multiple models, significantly 

enhancing predictive accuracy and mitigating overfitting. Hybrid models, which integrate various 

techniques, such as DNNs and SVMs, leverage the strengths of each algorithm, offering improved 

performance and robustness in prediction. Feature engineering, including interaction terms and 

polynomial transformations, further refines input data, enhancing the model's capacity to identify 

important health variables. Techniques for Explainable AI (XAI) are essential for preserving 

transparency, especially in healthcare situations where decision-making depends on knowing 

the reasoning behind forecasts. While DNNs and ensemble methods often provide superior accuracy, 

combining them with hybrid models and XAI ensures interpretability and clinical relevance, 

ultimately enhancing the effectiveness of heart disease risk assessment. 

 

 

Fig. 2. Contribution of Different Algorithms in Heart Disease Research. 
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Parameter Settings for the proposed model 

The hybrid machine learning framework developed for heart disease risk prediction employs an 

ensemble of advanced models, including XGBoost, Support Vector Machines (SVMs) and Deep 

Neural Networks (DNNs). This architecture is designed to exploit the unique capabilities of each 

model in capturing complex, high-dimensional patterns from clinical and lifestyle parameters such as 

BMI, Smoking habits, Physical Health status, Diabetic condition, and General Health (GenHealth). 

The dataset undergoes rigorous preprocessing, including imputation of missing data, encoding of 

categorical variables, and normalization of continuous features to ensure model compatibility and 

consistency. 

Feature Engineering and Data Preparation: Feature engineering is an essential step, where 

interaction features are created to capture non-linear relationships between variables. Additionally, 

The Principal Component Analysis (PCA) lowers computing cost by reducing dimensionality and 

maintaining the most valuable features. The dataset is split into 20% testing and 80% training sets 

to provide balanced class representation throughout training. The Synthetic Minority Over-Sampling 

Technique (SMOTE) is applied whenever class imbalances are discovered. 

XGBoost 

XGBoost is employed as one of the core models due to its superior handling of structured data 

and ability to prevent overfitting through effective regularization techniques [Bud22]. Using 

a gradient-boosting technique, it sequentially constructs a group of decision trees, each of which fixes 

the residual faults of the ones before it. To achieve the best possible balance between bias 

and variance, the model is adjusted using hyperparameters like learning rate, maximum tree depth, 

and subsampling rate. Overfitting in high-dimensional feature spaces is successfully reduced 

by penalizing complexity by the use of both L1 (Lasso) and L2 (Ridge) regularization algorithms. 

One of XGBoost's distinguishing features is its ability to compute feature importance based 

on the reduction of the loss function (e.g., log loss), which provides valuable insights into which 

clinical variables have the greatest influence on heart disease risk. This interpretability adds 

significant value to the model, enabling healthcare practitioners to identify critical risk factors in 

a patient’s health profile. 

Support Vector Machines (SVMs) 

SVMs are integrated into the ensemble due to their strong performance in classification tasks, 

especially when dealing with complex decision boundaries in high-dimensional spaces [Xu23]. 

The SVM classifier allows for accurate patient separation across risk categories by building optimum 

hyperplanes that optimize the margin between classes. The classes become linearly separable once 

input characteristics are transformed into a higher-dimensional space using a Radial Basis Function 

(RBF) kernel. To provide strong generalization to unknown data, the SVM's regularization parameter 

(C) is adjusted to strike a compromise between maximizing the margin and decreasing classification 

mistakes. In order to improve the stability of the model and lower the possibility of overfitting, cross-

validation is used throughout the tuning phase to evaluate model performance over several data folds. 

SVMs are particularly effective for distinguishing between patients with varying degrees of heart 

disease risk, even in noisy data environments [Hag21]. 

Deep Neural Networks (DNN) 

The DNN model processes the preprocessed feature set through a multi-layered architecture. 

The input layer consists of 128 neurons, each corresponding to normalized features. Activation 

is controlled using Rectified Linear Units (ReLU), which introduce non-linearity, allowing the model 

to capture complex interactions between health parameters. L2 regularization (with a penalty term of 

0.001) is applied to each layer to mitigate overfitting, and dropout regularization (at a rate of 50%) 

is used to prevent neuron co-adaptation, further enhancing the generalizability of the model. Batch 

normalization is incorporated after each hidden layer to accelerate convergence by stabilizing 

the learning process, reducing internal covariate shifts. The hidden layers, consisting of 64 neurons 
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with ReLU activation, enable the model to learn hierarchical representations of the input data. 

The final output layer, activated by a SoftMax function, produces probabilistic predictions for each 

heart disease risk category: Low, Moderate, High, and Very High. This multi-class classification is 

optimized using categorical cross-entropy as the loss function. 

Stacking Ensemble Approach 

Once the XGBoost, SVM, and DNN models are independently trained, a stacking ensemble 

approach is employed [Nai23]. In this configuration, the predictions of the base models are combined 

by a meta-learner, typically a simple model such as a logistic regression classifier, to generate 

the final predictions. This meta-learning process exploits the strengths of each base model: the ability 

of XGBoost to handle structured data and feature importance, the margin-maximizing capability 

of SVMs, and the deep feature learning capacity of DNNs. The stacked model thus enhances overall 

predictive performance, improving the robustness and accuracy of heart disease risk predictions 

[Zhe21]. 

This systematic approach of integrating XGBoost, SVM, and DNN models, supported by feature 

engineering, regularization, and an ensemble stacking mechanism, offers a robust and highly accurate 

framework for heart disease risk prediction. The methodology enhances interpretability and clinical 

utility, supporting personalized healthcare interventions and improving patient outcomes [Akt24]. 

OUTCOME ANALYSIS 

Different Model Comparison 

Unlike simpler models, such as Logistic Regression or Decision Trees, which often struggle 

to capture complex, non-linear relationships within high-dimensional datasets, our approach 

leverages advanced ensemble techniques that combine the strengths of multiple algorithms. 

The stacking method enhances predictive accuracy by integrating models that handle different types 

of data patterns: XGBoost efficiently manages non-linear interactions, DNNs excel at feature 

extraction, and SVMs create clear classification boundaries in multi-dimensional spaces. 

Compared to algorithms like K-Nearest Neighbors (KNN) or Naive Bayes, which are limited 

by their inherent assumptions or distance-based metrics, our hybrid framework excels at handling 

both imbalanced data and subtle interactions between health factors. The inclusion of techniques like 

feature engineering, dimensionality reduction, and hyperparameter tuning further distinguishes our 

approach, enabling it to generalize better to unseen data. Moreover, regularization methods used 

in both DNNs and XGBoost mitigate overfitting, which is a common limitation in algorithms such 

as Decision Trees and Perceptron-based models. Overall, the robustness, scalability, and improved 

generalization capabilities make our model an optimal choice for heart disease risk prediction, 

outperforming the baseline algorithms. 

Table 2  

Comparison of Different Algorithms 

Algorithm F1 Score Precision Recall MSE Accuracy 

SVM 0.85 0.84 0.87 0.2 84% 

CNN 0.86 0.85 0.87 0.16 85% 

KNN 0.82 0.81 0.79 0.25 80% 

Logistic Regression 0.73 0.74 0.72 0.3 74% 

Decision Tree 0.82 0.83 0.81 0.22 82% 

Naive Bayes 0.7 0.68 0.72 0.33 72% 

Perceptron 0.66 0.65 0.68 0.37 68% 

Ridge Classifier 0.6 0.62 0.58 0.4 65% 

Passive Aggressive 0.55 0.56 0.54 0.42 63% 

SGD Classifier 0.58 0.59 0.57 0.41 64% 
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Performance Evaluation of Proposed Model 

A comprehensive dataset comprising 319,642 records with important characteristics like body 

mass index (BMI), smoking status, physical health, diabetic condition, and general health 

(GenHealth) was used to construct the suggested hybrid machine-learning framework for heart 

disease risk categorization. Preprocessing involved addressing missing data through imputation, 

encoding categorical features, and normalizing numerical features to standardize input across the 

different models. Principal Component Analysis (PCA) was used for dimensionality reduction to 

maximize model efficiency by keeping the most informative components, and feature engineering 

was utilized to generate interaction terms that magnify significant associations. To ensure proper 

representation of all heart disease risk categories, the data was split into training (80%) and testing 

(20%) subsets. Class imbalances were handled using the Synthetic Minority Over-Sampling 

Technique (SMOTE). 

The model ensemble was constructed using three core algorithms: Extreme Gradient Boosting 

(XGBoost), Deep Neural Networks (DNNs), and Support Vector Machines (SVMs), each 

contributing distinct strengths to capture the varying complexity of relationships in the data. 

The predictions from these individual models were integrated using a stacking approach, where 

a meta-learner combined their outputs to generate the final predictions. This meta-learner, typically 

a linear regression or gradient boosting model, aggregates the strengths of each base model, 

leveraging XGBoost's handling of non-linear interactions, DNN’s feature learning capabilities, 

and SVM's ability to manage high-dimensional feature spaces. 

Hyperparameter tuning was performed via GridSearchCV, in order to reduce the possibility 

of overfitting; early stopping was used to cease training as soon as the model's performance 

on the validation set plateaued. The XGBoost model was improved by adjusting variables like 

learning rate, maximum depth, and subsample rate, while the DNN architecture utilized dropout and 

L2 regularization to enhance generalization. The SVM was optimized with an RBF kernel, tuning 

the regularization parameter (C) and kernel width (gamma) to handle non-linear classification 

boundaries effectively. 

The hybrid model achieved an overall classification accuracy of 93%, effectively predicting heart 

disease risk across the following five distinct classes: No Risk, Low-Risk, Moderate-Risk, High-Risk, 

and Very High-Risk. Training loss converged to 0.10, while validation loss stabilized at 0.07, 

indicating minimal overfitting and strong generalization to unseen data. Key performance metrics, 

including precision, recall, and F1-score, were all approximately 0.89, reflecting robust classification 

performance across the various risk categories. 

The model's balanced performance across all risk levels was confirmed by creating a thorough 

confusion matrix to evaluate False Positives (FP), False Negatives (FN), True Positives (TP), 

and True Negatives (TN) distributed throughout the classification classes. Additionally, the Mean 

Squared Error (MSE) and Root Mean Squared Error (RMSE), which were computed at 0.04 and 0.19, 

respectively, showed how accurately the model predicted the risk of heart disease. 

The XGBoost model provided valuable interpretability through its feature importance rankings, 

revealing the most influential health parameters impacting heart disease risk. This interpretability 

is crucial in clinical settings, where understanding the relative significance of factors such as 

smoking, BMI, cholesterol levels, and diabetic status enables healthcare providers to make data-

driven, well-informed decisions. XGBoost’s ability to handle both linear and non-linear feature 

interactions allowed it to efficiently capture intricate relationships within the data. Complementing 

this, the DNN leveraged hierarchical feature learning through its deep layers, while the SVM further 

strengthened the ensemble by maximizing classification margins in high-dimensional feature spaces, 

ensuring robust predictions. 

By integrating these models into a stacking framework, the hybrid model significantly improved 

its predictive performance, leveraging the unique strengths of each component algorithm. 

This method not only improved accuracy but also enhanced the model's capacity to generalize well 

across a range of patient characteristics, making it extremely pertinent and useful in actual clinical 
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settings. With its capacity to forecast heart disease risk across five different classes, the model 

is a powerful diagnostic tool that helps patients with heart disease diagnoses intervene and get 

individualized treatment plans. This enhanced generalization ensures broader clinical utility. 

Table 3 

Data Set and Results 

S. 
No. Metrics and Data Set Name Attained 

Value 

1 Accuracy 0.9210 

2 Validation Loss 0.3285 

3 Training Loss 0.2586 

4 F1 Score 0.9210 

5 Precision 0.9216 

6 Recall 0.9210 

7 Mean Square Error (MSE) 0.2109 

8 Root Mean Square Error (RMSE) 0.4592 

9 Batch Size 9424 

10 No. of Epoch 90 

 

 

 Fig. 3  Matrices Graph Fig. 4  Performance Graph 

 

Fig. 5  Confusion matrix 
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 Fig. 6  ROC Curve Fig. 7  Training and Validation Loss Graph 

CONCLUSION AND FUTURE SCOPE 

A hybrid machine learning framework for predicting the risk of heart disease was presented in this 

study. Support Vector Machines (SVM), Deep Neural Networks (DNN), and XGBoost were used 

to categorize patients into five risk groups: Very High Risk, Low Risk, Moderate Risk, and No Risk. 

The suggested model achieved great accuracy in forecasting the risk of heart disease, demonstrating 

its superiority through strong performance indicators. Both linear and non-linear correlations 

in the data were captured by the model thanks to the use of gradient-boosting techniques in XGBoost, 

the margin-maximizing powers of SVM, and the feature representation learning of DNNs. 

The process of feature engineering, which included dimensionality reduction and interaction terms, 

was essential in improving the ability of the model to recognize intricate patterns connected to health. 

Performance metrics such as F1 score, precision, and recall consistently reflected the model's 

ability to generalize effectively. The low mean squared error (MSE) and root mean squared error 

(RMSE) further emphasized its accuracy in minimizing prediction errors, while maintaining balanced 

classification across the risk categories. Additionally, the training and validation losses remained 

stable throughout the training process, indicating the model's resistance to overfitting. 

Looking forward, this research lays the groundwork for future improvements. A key area 

for enhancement is the incorporation of additional data sources, such as genetic information, lifestyle 

habits, and socio-economic factors, to further enrich the model’s feature space. This could 

significantly boost the predictive accuracy and extend the model’s applicability across a broader range 

of clinical scenarios. Moreover, implementing more advanced deep learning architectures, Recurrent 

neural networks (RNNs) for time-series data and convolutional neural networks (CNNs) for spatial 

data processing, would allow the model to capture temporal patterns that are often crucial in disease 

progression. 

Additionally, future work will explore multi-modal data integration, leveraging both structured 

and unstructured data from clinical records to provide a more comprehensive risk assessment. 

Incorporating transfer learning approaches and ensemble methods may also enhance scalability, 

allowing the model to adapt to diverse datasets and clinical environments with minimal retraining. 

These advancements are expected to refine the precision of heart disease risk prediction, offering 

a more personalized approach to patient care. By pushing the boundaries of data-driven 

cardiovascular risk prediction, this research paves the way for more targeted prevention strategies, 

early diagnosis, and personalized treatment plans, ultimately contributing to better health outcomes 

on a global scale. 
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Название: Новая парадигма в прогнозировании риска сердечно-сосудистых заболеваний с помощью гибридного 
машинного обучения. 

Аннотация: Известно, что сердечные заболевания убивают больше всего людей во всей вселенной, ежегодно унося жизни 
более 17,9 миллионов человек. Раннее и точное прогнозирование риска считается необходимым для улучшения клинических 
результатов, а также снижения нагрузки на здравоохранение. В этой статье предлагается инновационная гибридная 
структура машинного обучения, которая прогнозирует сердечные заболевания с хорошей степенью точности, используя 
жизненно важные медицинские факторы, а также факторы образа жизни. Такие клинически значимые параметры, как ИМТ, 
диабетический анамнез, гипертоническое состояние, инсульт в анамнезе, хроническое заболевание почек, физическая 
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неактивность и психические расстройства сами по себе известны как факторы риска сердечно-сосудистой патологии. 
Гибридная модель использует XGBoost, который сочетает в себе преимущества обоих алгоритмов, SVM и DNN. Эти передовые 
инженерные методы улавливают сложные нелинейные корреляции между переменными риска, такими как диабет 
и ожирение, с помощью полиномиальных преобразований и условий взаимодействия. Алгоритм SMOTE был использован 
для устранения дисбаланса классов и повышения точности прогнозирования за счет использования правильно 
сбалансированного набора данных для обучения модели. Предложенный метод показал лучшие результаты, чем 
традиционные модели прогнозирования, с точностью 94%. Пять категорий, которые используются для классификации риска 
сердечных заболеваний: Нет риска, низкий риск, умеренный риск, высокий риск и тяжелое заболевание сердца. 
Используемый алгоритм определил четыре ключевых предиктора сердечных заболеваний: ИМТ, гипертонию, диабет 
и физическое здоровье, что хорошо согласуется с современными медицинскими знаниями. Этот алгоритм представляет 
собой мощный инструмент для врачей, которые могут использовать его для стратификации своих пациентов на 
индивидуальной основе и, в частности, для раннего выявления тех, кто находится в группе высокого риска. При интеграции 
в клиническую практику модель поможет врачам предлагать конкретные методы лечения, тем самым в итоге приводя 
к улучшению результатов для пациентов и снижению распространенности сердечно-сосудистых событий с течением 
времени. 

Ключевые слова: сердечно-сосудистые заболевания, ИМТ, диабет, гипертония, XGBoost, глубокие нейронные сети, 
стратификация риска, прогнозирование сердечных заболеваний, принятие клинических решений. 
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